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ABSTRACT OF THE THESIS

Semi-Supervised Semantic Segmentation in UAV Imagery

by

Ashlesha Vaidya

Master of Science in Computer Science

University of California San Diego, 2020

Professor Ryan Kastner, Chair

Mangrove forests are rich ecosystems that support our planet and the mankind in many

unique ways. Unfortunately, these mangroves are declining at a rapid rate due to deforestation

and other activities of the mankind. Monitoring and tracking of these mangrove trees is essential

for their conservation. Machine Learning can be used for this purpose but to take advantage

of the power of machine learning, image data needs to be captured for these mangrove ecosys-

tems. This data collection is done using Unmanned Aerial Vehicles like drones in this research.

Manually labelling the acquired image data for machine learning applications is a tedious and

time-consuming task. This called for development of architectures which could learn from limited

labelled data and take advantage of the large amounts of unlabelled data. Such architectures are

xiii



the semi-supervised semantic segmentation architectures and are studied in this research. We have

shown how different semi-supervised models like the self-learning based Pseudo-Labelling archi-

tecture, the graph-based label propagation architecture and the deep leaning UNet-Autoencoder

architecture perform on the task of mangrove segmentation in the aerial imagery. In order to

evaluate different models we mainly look at the Intersection over Union because of it’s popularity

in segmentation tasks. Overall, we see that the deep learning UNet-Autoencoder architecture

performs the best with an average IoU of 0.78. Conceivably, the performance of each of the

models improves as more labelled data is provided for training. The highest IoU obtained in this

research is 0.9 with the UNet-Autoencoder when as much as 75% of the data provided is labelled.
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Chapter 1

Introduction

1.1 Background

Mangroves are trees and shrubs that predominantly grow in inter-tidal regions along

subtropical coastlines. These are extremely valuable species to humankind and to the ecosystems

they exist in. Despite their importance, a dominant loss of these mangrove systems has been

recorded to an extent of as large as 50% [3]. These losses are largely attributed to the direct or

indirect interference of mankind. Over the past decade scientists and researchers have noticed the

alarming decline of these species, thus pushing the research community to take steps to help in

their protection.

Technological advancements in the fields of Unmanned Aerial Systems(UAV) have helped

with the above cause. These UAVs or drones are used to capture very high resolution images of

locations from an aerial view . Researchers study this captured imagery in order to identify the

presence/absence of mangrove species for their conservation.

Various methods have been employed to identify the mangrove species. Some researchers

use manual identification for this. However due to the time consuming and labor intensive nature

of the manual identification, this process is rendered quite inefficient. Thus a lot of work is being
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done to automate this process. Various machine learning techniques are sought after for this

purpose. However the performance and capability of these models is contingent on the availability

of labelled training data.Obtaining completely labeled images is challenging and time consuming

while unlabelled imagery is relatively easy to acquire. Thus instead of using supervised machine

learning algorithms, researchers are looking into semi-supervised algorithms where the model

could be trained using the labelled and the unlabelled images.

In this research we show how different semi-supervised models like self-learning based

pseudo-labelling, graph based label propagation, deep learning based UNET-Autoencoders

perform on the drone captured imagery. We observe that the deep learning architectures utilizing

the UNET and the autoencoders perform the best based on different experimentations.

1.2 Conservation of Mangroves

Mangroves provide a lot of value to the ecosystem. Mangroves can support a complete

ecosystem that is a conglomeration of several species of flora, fauna and biotic features in an

area and their interaction with each other. Due to their sturdy roots, they form a natural barrier

against storms, hurricane winds, waves, and floods. Mangroves also help prevent erosion by

stabilizing sediments with their tangled root systems. They maintain water quality and clarity,

filtering pollutants and trapping sediments originating from land. Mangroves play a major role in

carbon sequestration. Thus clearly, mangroves are very crucial to our ecosystem and we need to

conserve them.

Recent technological advancements have helped the ecologists by giving them the proper

tools to detect habitat loss. Identifying the species will lead to their conservation in the long run.

The technological advancements referred to here mainly refer to the machine learning algorithms

used for classification and segmentation tasks. Using these tools the exhausting task of identifying

these mangrove species can be automated. Researchers from different fields of engineering and
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ecology are coming together to make use of these developed tools to help conserve mangrove

species.

1.3 Image Segmentation

Image segmentation is a commonly used technique in computer vision. It is the process

of partitioning an image into different regions-based on some criteria where the regions are

meaningful and disjoint [4]. The goal in many tasks is for these regions to represent meaningful

areas of the image, such as the crops, urban areas, and forests of a satellite image. In other

analysis tasks, the regions might be sets of pixels grouped into such structures as line segments

and circular arc segments in images of 3D industrial objects. This partitioning is performed often

based on the individual characteristics of the pixels of the image and their relative orientation to

each other.

1.3.1 Types of Image Segmentation

Image Segmentation can be categorized into Region based segmentation, clustering

segmentation and edge detection segmentation[3]. Over the years various image segmentation

algorithms have been developed and the most recent work in this field involves the use of deep

neural networks.

Region based segmentation separates the objects into different regions based on some

threshold value(s). Edge detection segmentation makes use of discontinuous local features of

an image to detect edges and hence define a boundary of the object. Clustering segmentation

divides the pixels of the image into homogeneous clusters. Recent works involve the use of

artificial neural networks for the process of segmentation. In this research we have experimented

with clustering based segmentation approaches, region based segmentation approaches and deep

learning architectures for our application of mangrove detection. Although, after experimentation

3



it is seen that clustering does not give satisfactory results, but the approach based on deep learning

gives the best results.

1.4 Semi-Supervised Learning

Historically there have been two different types of tasks in machine learning. The first

task is unsupervised learning. In this, the machine learning models are trained on a sample of

data points on their own. For example, if X represents a set of a total of n data points where

X = x1,x2 . . .xn, the machine learning model is trained on all xi ∈ X . Typically it is assumed that

the points are drawn i.i.d. (independently and identically distributed) from a common distribution

on X . Fundamentally unsupervised learning is used to find an underlying structure of the data

distribution like the density distribution which could have led up to the formation of X . There also

exist other forms of unsupervised learning like clustering, outlier detection and dimensionality

reduction [5]. In an supervised learning setting each point in X exists with a corresponding label

y, for example,Y will represent a set of n corresponding labels where Y = y1,y2 . . .yn and the

machine learning model is trained on both X and Y. Even in this setting, it is a basic requirement

to have (xi,yi) samples drawn i.i.d from some distribution taken from X×Y . The goal of these

algorithms is well defined as the training itself is performed on some point xi with it’s mapping yi

[6]. Hence it is used in applications where some sort of mapping is required like classification or

regression. However, with time the amount of data unlabelled data increased for applications like

information retrieval, image processing, bioinformatics and geosensing [5]. If we want to use

supervised learning (which is a more powerful tool), we would have to get labels for this abundant

unmapped data. Since generating labels for all this data by hand is quite inefficient, researchers

began to work on algorithms where we could make use of both labelled and unlabelled data.

Semi-supervised learning is a machine learning paradigm concerned with the study of how

computers learn in the presence of both labeled and unlabeled data . In this case the data can be
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divided into two parts, one of which is the labelled data : Xl = x1,x2 . . .xn with its corresponding

mapping Yl = y1,y2 . . .yn and the other division consists of the unlabelled part of the data which

can be represented as Xu = xn+1,xn+2 . . .xm. The machine learning model is trained by making

use of both these parts of the data.

Most of the semi-supervised models have few underlying assumptions. Common as-

sumptions include the smoothness assumption and the related low density assumption [5]. By

the smoothness assumption if two points xi and x j are close in a high density region then their

mappings yi and y j should also be close. The second common assumption in a semi-supervised

learning setting is the cluster assumption. This assumption suggests that if the points in the data

form clusters for separate classes then the unlabelled samples could be used to confidently place

a good decision boundary in the low density region.

1.4.1 Semi-Supervised Learning in Image Segmentation

The growth of Semi-Supervised Learning in image processing has grown a lot over

the years. Semi-Supervised Learning has already been proven to be a powerful paradigm

for leveraging unlabeled data to mitigate the reliance on large labelled datasets [7] in Image

classification techniques. This research aims to implement semi-supervised models for image

segmentation of drone captured images of mangrove sites. In our research the meaning of using

semi-supervised approaches for image segmentation means the use of both labelled and unlabelled

images captured by a drone to train a machine learning model. The outcome of these models

is a decision boundary formed at the edge of mangroves that can be efficiently and confidently

produced based on the numerous unlabelled and the limited data samples present. The figure 1.1

shows examples of labelled and unlabelled data for our application of mangrove detection. More

detailed information about the actual data is available under later chapters.
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Figure 1.1: Example of unlabelled and labelled orthomosaic. The unlabelled orthomosaic is
labelled in QGIS with polygons marking the boundaries of the mangroves.

1.5 Deep Learning

Deep learning is yet another concept in the field of machine learning where the model is

inspired by the structure of a human brain. Such an architecture is in general called an artificial

neural network. Deep learning is getting a lot of attention lately and for good reason. It’s

achieving results that were not possible before. These deep learning models are giving state of

the art performances and thus there is a boom in the use of this technology.

A neural network comprises multiple layers depending on the application basis. Generally,

the higher the number of layers in a network the higher the complexity of the model thus resulting

in higher learning capacity. Based on the physiology of the human brain, the functional units in

each layer are called neurons and they have weighted connections to the neurons of the adjacent

layer. The first and the last layers of these networks are the input and output layers and all the

layers in between are the hidden layers. The figure 1.2 shows an example of a fully connected

neural network. A fully connected network means that all neurons of one layer are connected

to all other neurons of the adjacent layer. We are going to be dealing with such fully connected

networks in our research.
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Figure 1.2: Example structure of a fully connected neural network with 3 hidden layers.All
nodes of any of the hidden layers are connected to all the nodes of the adjacent layers as in a
fully connected network.

In order to train these deep neural networks we give them samples of inputs and outputs

represented as numerical features. Using this data they learn a relationship among the input

and output variables which can further be extrapolated to other inputs. The complexity of

the relationship learnt depends on the number of hidden layers. In order to begin training a

network, we need to assign certain initial weights of the connections between all the layers. This

initialization is either random or using some existing techniques [8]. We use the concept of

transfer learning in our research to initialize the weights for the UNet architecture.

After initialization, the first layer of neurons is fed with (x,y) samples for training the

model. Each neuron just outputs a linear combination of all the inputs it receives from the neurons

of the previous layer. In order to learn nonlinear relationships among the input-output samples, a

nonlinear function is applied to the linear combination found. This nonlinear function is called the

activation function. There exist a number of activation functions for example, sigmoid activation

function. This outputs the values in the range of 0-1 normally used to get probabilities of a certain

output. The final goal of the neural network is to minimize some kind of loss i.e. the predicted

output of the output layers should be as close to the actual output as possible. In order to achieve

this, the weights of all layers are updated continuously for several iterations until the loss reaches
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a certain acceptable level. The weights are updated in the gradient where the loss keeps reducing

constantly. The rate at which the weight updates also depends on a constant called learning

rate. This constant can be adjusted to increase or decrease the rate of change of the weights. An

optimal learning rate is essential as a high learning rate can lead to a model never converging or

a low learning rate can lead to a model taking a very long time to converge. If such a model is

trained properly, it has high capability of generalization to unseen data.

Various deep learning architectures have been recently developed for the applications of

image segmentation. Since we are looking at semi-supervised learning, we will be using certain

concepts in deep learning which can help take advantage of the unlabelled data available along

with traditional deep learning architectures. The subsection below explains the concept of transfer

learning which is used for the UNET-Autoencoder architecture applied in this research.

1.5.1 Transfer Learning

Transfer learning refers to the process of transferring knowledge from a machine learning

task to another related task. While most machine learning algorithms are designed to address

single independent tasks, the development of algorithms that facilitate transfer learning is a topic

of ongoing interest in the machine-learning community [9].In our work, we train auto-encoders

using the unlabelled data and then use the weights learnt by this model for pre-training another

deep architecture trained on the labelled samples. This is seen to give the best performance of all

the methods tried for the application of semi-supervised image segmentation.

1.5.2 Fully Convolutional Networks

The UNet architecture we have used in our deep learning model is a fully convolu-

tional network. It is built only from locally connected layers, such as convolution, pooling and

upsampling. These layers are explained in the following paragraphs.
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Convolutions

In our deep learning architecture we make use of autoencoders and a fully convolutional

network called UNet. Thus the concept of convolutions becomes important. A convolution is

an application of a filter to some input like an image. This results in an activation. Multiple

application of filters on one input results in a map of activations called a feature map. The

autoencoders used in the UNet-Autoencoder generates such a feature map by applying multiple

convolutions. The figure 1.3 shows this process figuratively.

Figure 1.3: Example of a filter applied to a mangrove tile. Multiple applications of such a filter
creates a feature map.

Pooling layer

The convolution layer generates a feature map for the input. But the feature map by itself

is sensitive to the location of the features in the input. One way to deal with this is to downsample

the feature maps which make it robust to the changes in the position of the pixels in the feature

map. This is called local translation invariance.

In order to do this, pooling layers are used as they can summarize the presence of features
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in patches of the feature map. There are two common pooling layers which are usually used.

These are called average pooling and max pooling. We use max pooling in our architecture which

calculates the maximum value for each patch in the feature map and thus summarizes all the

pixels in the feature map.

Upsampling

In segmentation we want our output and input to be of the same size but the pooling layer

does not take care of that. The upsampling part of a fully convolutional network creates a pixel

wise dense feature map. The output of the upsampling layer will be enlarged yet sparse feature

maps. The spare maps are converted into dense mappings using deconvolutions. The following

deconvolution layers densify the feature maps through convolution-like operations with multiple

filters.
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Chapter 2

Data

2.1 Obtaining the data

Mangrove forests are divided between the sea and the land in the tropical and subtropical

regions of the world between approximately 30◦N and 30◦latitude [10]. The mangrove ecosystems

used for this research are located in La Paz, in Baja California. The mangroves in this research are

mostly dwarf mangroves with heights below 5-10 meters. Such mangroves are found in coastal

areas and estuaries. The study site is arid with temperatures above 35◦C.

Large geographic areas are called regions in our study, like the region under consideration

for the machine learning models for this research is La Paz. Each region is captured for about 6-10

mangrove forests and each of these are called sites. Each site is imaged multiple times (flights)

at different altitudes and possibly with different drone or camera settings. The actual image

acquisition is done using a DJI Phantom 4 Pro unmanned aerial vehicle (UAV) with its on-board

camera. UAVs are proven to be very effective in remote sensing. In [11] the authors have shown

the effectiveness of using UAVs for mangrove classification using object based classification

approach.

The original raw images had a 4K resolution with the pixel dimensions as 3840 x 2160.
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These images were captured at heights of 10m and 120m above the highest point of the mangrove

canopy. The 10m data set had obviously a better resolution than the 120m data, an example is

shown in figure 2.1. Due to the clearer image obtained at 10m above the canopy, these 10m

datasets were used to train the volunteers who were responsible for manually labelling the

mangrove images. These volunteers then hand-labelled the 120m imagery in order to get it ready

for training the machine learning models. Even though the 10m datasets had a better resolution,

we used the 120m datasets because capturing the 120m data in the UAV flights was more efficient

as it is considerably faster. To ensure quality orthorectification and sufficient coverage, images

were captured using a lawn-mower pattern at an overlap rate of 85% on all sides, as illustrated in

figure 2.2 [1]. The reader can find additional information about the flight procedures in [12].

Figure 2.1: The resolution of 10m (left) and 120m (right) data imagery. The example is taken
from [1]. The images captured at 10m naturally give higher resolution data than the images
captured at 120m.

Figure 2.2: Mangrove images captured using a lawn-mower pattern at an overlap rate of 85%
on all sides. The image shows one capture of the mangrove ecosystem area. Multiple such
captures with an overlapping pattern are taken.
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Before delivering the captured raw image as an orthomosaic, some calibrations are

performed on the imagery captured by the UAV. The calibrations are different for RGB and

multispectral images. The color calibrations are done in order to reduce the impact of natural

factors like changes in weather, time of day, and season on the images captured. Without these

calibrations the machine learning algorithms trained using these images could be negatively

impacted. This calibration is performed using Adobe Lightroom. Once the individual images

have been calibrated , they are imported to MetaShape to process them and generate orthomosaics

and other image products [12].

2.2 Orthomosaics and Shapefiles

An orthophoto is an aerial photograph or satellite imagery which is geometrically cor-

rected or orthorectified such that the scale of the picture is uniform. Such an aerial photo can

be used to measure true distances as it is an accurate representation of the earth’s surface. An

orthomosaic is a raster image (dot matrix data structure) formed by merging many such or-

thophotos. After calibration of the UAV mangrove imagery the raw images are exported as

orthomosaics by the mangrove monitoring team. They do this using Agisoft Photoscan 1.4.2,

which is a photogrammetric software that can be used to generate images for GIS or other imaging

applications. These orthomosaics are an accurate representation of an area which in our case is

the mangrove ecosystem. This is created by stitching many images together and orthorectifying

them. The figure 2.3 shows a drone captured image and a well stitched orthomosaic obtained

after orthorectification.

The orthorectified orthomosaic thus far obtained is unlabelled and needs to be labelled(or

at least partially labelled for the purposes of semi-supervised learning) if we want to use it

with machine learning algorithms. We use QGIS software for this purpose. QGIS is an open-

source cross-platform desktop geographic information system application that supports viewing,
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Figure 2.3: The figure on the left shows an image captured by a UAV(drone) and the image
on the right shows a compiled and orthorectified orthomosaic. The image on the left is the
orthomosaic for one of the sites in La Paz.

editing, and analysis of geospatial data. The unlabelled orthomosaic is labelled in QGIS with

polygons marking the boundaries of the mangroves.The labels are stored as shapefiles which is a

geospatial vector data format for geographic information system (GIS) software. It is developed

and regulated by Esri as a mostly open specification for data interoperability among Esri and

other GIS software products [13]. The shapefile format can spatially describe vector features:

points, lines, and polygons. Each shapefile usually has attributes that describe it, such as labels for

all pixels in the orthomosaic representing whether it’s a mangrove or non-mangrove. The figure

2.4 shows the unlabelled orthomosaic and the labelled shapefile used in this research. QGIS is

also used to fix geometries of the shapefiles before it can be used as data for our semi-supervised

model.

Figure 2.4: Figures showing the unlabelled orthomosaic (left) and labelled shapefile (right) for
the corresponding orthomosaic. The shapefiles are visualized using QGIS.
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2.3 Pre-processing of the data

Now that we have the orthomosaics and the labelled shapefiles, we can start with pre-

processing them in order to feed them to our machine learning algorithms. Each orthomosaic is

pretty huge and has data in the range of 1-4GB. Using these images by themselves for training

any machine learning model is impractical and would crash the model due to memory issues.

Therefore we choose to break down the large orthomosaic into smaller tiles of 256×256 pixels

each and then perform coarse segmentation of the image by classifying the tiles instead of pixels

as was introduced in [14]. The larger image files are broken down into tiles using a polygon

file(shapefile) for the orthomosaic under consideration. The figure 2.5 shows a part of the

orthomosaic and it’s broken down tiles. After retiling the original orthomosaic into tiles, all the

remaining tiles with dimensions less than 256×256 are removed.

Figure 2.5: Figures showing the retiling process. Image on the left shows a part of the
entire orthomosaic and the images on the left shows the tiles of the corresponding part of the
orthomosaic. The tiles shown here are 4096×4096 and the tile size used to train the model is
256×256.

Each tile is an image containing 4 bands including the RGB values and an alpha band for

representing the transparency values. An alpha value of 255 suggests a no-data pixel. We only

train our models on the RGB bands of these tiles. The broken down tiles are read using opencv

and GDAL library in python. These images are read in as numpy arrays. After reading them in as

numpy arrays they are reshaped from 256×256×4 to 256×256×3 and also normalized to have

pixel values in the range of 0 and 1. The purpose of this normalization is to scale the numerical

values in the image array to a common range, as the actual pixel values of a RGB image can
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range from anywhere between 0 and 255.

The shapefiles for the labels of the orthomosaic are also broken down into tiles. These

tiles map to the tiles formed from the original raster file. These tiles are stored in a jpg or tiff

format. The figure 2.6 shows examples of the raster tiles along with it’s annotation tiles . The

labels are read from these tiles as 0s and 1s representing mangrove and non-mangrove regions

respectively.

Figure 2.6: Samples of the orthomosaic tiles and their corresponding annotations.

Finally the dataset for our machine learning model is all the 256×256×3 images with

their respective annotations. This entire data for the La Paz site consists of a total of 2316 tiles.

This dataset is initially divided into training and validation sets. This is done in order to validate

the machine learning architectures and observe their improvement over several iterations. In

order to mimic a semi-supervised implementation we also need some portion of the data to

be unlabelled. We have used different amounts of unlabeled data for training and testing the

performance of the models. The performance is observed as the amount of labelled data increases.

The table 2.1 shows the different amounts of data used in training and validation. The models

are finally tested on the entire site data as the test set. The results of these models are segmented

tiles of size 256× 256× 1. All these tiles are restitched back together to form a segmented

visualization of the La Paz site.
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Table 2.1: Table showing different data distributions used in the training and validation of the
machine learning models.

Data sets 10% Labelled
data

25% Labelled
data

50% Labelled
data

75% Labelled
data

Labelled Training
set

186, 256, 256, 3 464, 256, 256, 3 829, 256, 256, 3 1060, 256, 256, 3

Labelled
Validation set

463, 256, 256, 3 463, 256, 256, 3 463, 256, 256, 3 463, 256, 256, 3

Unlabelled set 1852, 256, 256, 3 1852, 256, 256, 3 1852, 256, 256, 3 1852, 256, 256, 3
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Chapter 3

Models

3.1 Clustering based segmentation

When none or 0% of the labelled data is given, the problem becomes an unsupervised

machine learning problem. For experimentation purposes, we tried using few of the clustering

based algorithms in order to segment the images of the mangrove ecosystems captured by the

drones. In this approach we are treating the problem to be a completely unsupervised problem.

Clustering is the task of dividing the given data sample into a number of groups, such

that data points in the same groups are more similar to other data points in that same group

than those in other groups. These groups are known as clusters.This is one of the preliminary

approaches we tried for the semi supervised classification of mangrove ecosystem UAV imagery.

A cluster-then-label method as proposed by [15] could potentially be used to identify high-density

regions in the UAV imagery. The knowledge from these clusters would then be used to help a

supervised SVM in finding the decision boundary and classifying pixels into mangroves and

non-mangroves. Before we implemented this approach we looked at our data distribution using

unsupervised clustering. We fed our tiles to a clustering algorithm and visualized how well the

model performed by looking at the clusters of mangroves and non-mangroves.
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There are various types of existing clustering algorithms including connectivity models,

centroid models, distribution models and density models. In our research, we have successfully

experimented with a centroid model - batched k-means and distribution model - gaussian mixture

models for clustering the pixels in the aerial imagery.

Batched k-means is a centroid clustering algorithm. The batched K-means work on a

similar concept of k-means algorithm with the difference that the most computationally expensive

step is conducted on a random sample of observations as opposed to all observations. This

approach significantly reduces the time required to reach convergence. The k-means algorithm

searches for a predetermined number of clusters within an unlabeled dataset. The algorithm works

by finding centroids for clusters and then assigning the remaining points to their respective closest

centroid. These centroids are randomly assigned initially. The k-means clustering works on

Expectation Maximization(EM) algorithm for assigning pixels to clusters. The figure 3.1 shows

the process of assigning points to clusters. All the orthomosaic tiles are fed to this clustering

model and the resulting segmentations are visualized.

Figure 3.1: Expectation Maximization algorithm used in k-means clustering for assigning points
to clusters. The expectation step assigns points to the nearest cluster center Maximization step
sets the cluster centers to the mean. The figure is taken from [2].

One drawback of the batch k-means algorithm is a predetermined number of clusters

need to be set and it does not account for variance in the data distribution. To overcome this we

experiment with the Gaussian Mixture Model as it also accounts for variance along with updating

the centroid in the EM process. This is a distribution clustering algorithm. It finds a Gaussian
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probability distribution that best represents any input dataset. The results of the batch k-means

and the gaussian mixture models is included in the results chapter. We observe that the clusters

obtained by both these algorithms are not particularly good. The unsupervised clustering models

are unable to differentiate between the mangrove pixels and the blocky regions of water present

in the aerial images.

Overall, trying to learn from only unlabelled samples without taking into consideration

some labelled samples in the training data gives poor results. It thus proved that using at least

some amount of labelled samples along with the large amount of unlabelled data samples in

our application of mangrove ecosystem image segmentation is essential. Thus we look into

some semi-supervised machine learning algorithms for this and these are described in the next

subsections.

3.2 Pseudo-Labelling

3.2.1 Self-Learning

Self-Learning is a concept in semi-supervised machine learning. It has been long used for

semi-supervised learning [16] [17]. It is a simple and efficient semi-supervised way of learning

from the available data [18]. Briefly, it is essentially a re-sampling technique that repeatedly

labels unlabelled training samples and retrains itself based on the confidence scores of the pseudo-

annotated labelled data. It uses the limited amount of labelled data for training some classifiers.

After this initial training, this classifier is used to label all the unlabelled portions of the data.

These are called pseudo-labels. The most confident predictions from among these pseudo-labels

are used to retrain the initial classifier. The figure 3.2 shows an example of how the training

dataset is reformed or expanded in this self-learning approach. After retraining, the model is

ready to segment the mangrove and non-mangrove regions from the drone captured imagery.
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Figure 3.2: Expansion of the labelled training data in the process of self-learning. The labelled
training set expands by adding the confident predictions of the pseudo-labeller to it.

In self-learning, the first step as described above is to spread the labels to all the unlabelled

samples. This process is called label propagation. Label propagation is a semi automatic annota-

tion process for labeling a large amount of unlabeled data. The objective of label propagation

algorithms is to spread the labels from a small set of labeled data to a larger set of unlabeled

data [19]. This can be done in multiple ways. We experimented with two ways to accomplish

this - pseudo labelling using the self learning concept described above and graph based label

propagation. We talk about graph based label propagation in the next section.

3.2.2 Applying self-learning

Using the concept of self-learning, we built a pseudo-labelling segmentation model which

could take into account the information provided by the unlabelled data samples with the labelled

samples. An architecture for this is shown in 3.3. The name pseudo-labeller comes due to the

fact that a supervised classifier is used to label the unlabelled points and then these pseudo-labels

are used to retrain the model.
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Figure 3.3: The model architecture of the pseudo-labelling classifier. The label propagation
model can either be based on self-learning or graph based propagation of labels.

After forming tiles for the site image of the La Paz region, we segregate the labelled tiles

and the unlabelled orthomosaic tiles. As can be seen by the architecture diagram, the labelled

tiles are fed to a label propagation model, which in this case is a supervised machine learning

classifier. This classifier is then used to predict labels of all the pixels of the unlabelled tiles. The

train dataset is then expanded based on the confidence of the prediction. We add all predictions

with Pr(y = 1|x)> 0.7 and Pr(y = 0|x)> 0.7 to our training data. This process is done without

replacement, this means that the data points added to the labelled set are removed from the

unlabelled samples. Our training data thus now also consists of a sample of the unlabelled data

with their corresponding pseudo-labels.

This gives a classifier which classifies all pixels in an image being either a mangrove or
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non-mangrove. This model can be run for multiple epochs where the classifier obtained at the

end of each epoch is used to label the remaining unlabelled samples. All the confident samples

from this set is then added on to the training labelled samples and the retraining continues. The

number of epochs can be decided either by setting it to a constant value or when the performance

of the model reaches stagnation. Of Course the number of epochs are limited by the number

of unlabelled samples. If all the unlabelled samples are confidently predicted by the obtained

classifier, the unlabelled set will become empty and the model does not have any more data to

learn from.

We experimented with different machine learning classifiers along with the concept of

self-learning in order to build our pseudo-labelling semi supervised segmentation models. These

classifiers included Random Forests, MLP classifiers and SVM classifiers. Ultimately, we found

that random forests give the best performance as compared to the other classifiers. They were

found to be most efficient in terms of speed and storage. Therefore all experimentations with

different amounts of labelled data were performed on the random forest classifiers used along

with the concept of self-learning.

Random Forests

Random forest is an ensemble tree-based learning algorithm. “Tree-based” means it is

a collection of multiple decision trees. Decision trees are algorithms which learn by splitting

the dataset into smaller and smaller parts. Each “node” in the tree represents the condition (the

condition on each of the features of a particular data point) and the “edge” represents the possible

outcomes. The branching of data in a decision tree takes place until either the data cannot be

split further or some preset rule is reached for example the maximum number of leaf nodes. The

decision trees are generated using an attribute selection measure such as information gain, gain

ratio, and Gini index for each attribute. An attribute selection measure is a heuristic for selecting

the splitting criterion in a tree that correctly decides the partitioning of data which would give
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the individual classes. These attribute selection measures are also known as splitting rules. The

attribute that has the best score for the measure is chosen as the splitting attribute for the given

data points. Different attribute selection measures are described below.

• Information gain : This measure provides the splitting attributed in terms of the information

required to further describe the tree. It minimizes the information needed to classify

the data into separate partitions and aims to reduce the randomness in these partitions.

Mathematically this can be found as :

In f o(D) =−
n

∑ pi log2 (pi) (3.1)

In f oA(D) =
v

∑
j=1

|D j|
|D|
× In f o(D j) (3.2)

Gain(A) = In f o(D)− In f oA(D) (3.3)

Where pi is the probability that a data point in dataset D belongs to a class Ci where n is the

total number of classes (which in our case is 2) and v is the total number of data samples

created.

• Gain Ratio : The information gain measure is biased towards the attribute with a large

number of values. This bias is dealt with using Gain ratio, which can be mathematically

represented as :

SplitA(D) =−
v

∑
j=1

|D j|
|D|
× log2

|D j|
|D|

(3.4)
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GainRatio(A) =
Gain(A)
Split(A)

(3.5)

• Gini Index : This measure considers the binary split for each attribute and can mathemati-

cally be represented as follows,

Gini(D) = 1−
m

∑
i=1

p2
i (3.6)

Random forests work by randomly sampling data into smaller parts and it then creates

decision trees on randomly selected data samples, gets prediction from each tree and selects the

best solution by means of voting. The figure 3.4 shows this process diagrammatically. Random-

forest does both row sampling and column sampling with decision trees as a base. The row

sampling is also called bagging or bootstrap aggregation which is a process of reducing variance

in the model without impacting bias. Since random forests create samples of data internally, it

cross-validates the model by itself and there is no particular need to cross-validate the model

separately. The performance metrics of these classifiers even without cross-validation is reliable

and a correct measure of their performance.

Scikit Learn offers an ensemble package which has multiple ensemble classifiers including

the random forest classifier. There are various hyper-parameters which can be tweaked in order to

experiment with the model. The hyper-parameters we have used in our experimentation include

the n estimators, max f eatures, max depth. The n estimators is a hyper-parameter which is the

total number of decision trees of random forest classifier generators before taking the majority

vote or average of the results of the trees. A higher number of decision trees make the random

forest more powerful and it gives a better performance but it also increases the complexity of

the model. The max f eatures is the hyper-parameter which tells the model how many features

to use while deciding to split a node. The max depth hyper-parameter defines what is the

maximum acceptable depth of each of the decision trees formed in the random forest. Different
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Figure 3.4: Random forests work by randomly sampling data into smaller parts and it then
creates decision trees on randomly selected data samples, gets prediction from each tree and
selects the best solution by means of voting

values of these hyper-parameters are experimented with and an optimal set of values is found

for experimentation with different amounts of labelled data. This process in general is called

hyper-parameter tuning.

3.3 Graph-Based Label Propagation

There are multiple methods to propagate labels to all the unlabelled data samples. One

way is to use a classifier as we have described in the previous section and another way we

experimented with is to use graph based approaches.

Graph based label propagation uses the raw similarity matrix constructed from the data

with no modifications. The idea is to build a graph connecting similar data points and the label is

propagated from the labelled points to the unlabeled points. The edges of this graph are encoded

in the similarity matrix constructed from the data. The similarity between two data points can be

found using one of the two kernels called the RBF and the KNN kernels. The kernels are chosen

based on the scalability of the application.
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The RBF kernel produces a fully connected graph which is stored as a dense matrix. The

size of this dense matrix may be very large if the data size under consideration is very large. This

leads to very long running times and the need of very large storage. The KNN kernel produces

a sparse matrix which is much more memory friendly than a dense matrix. This leads to faster

running times of the algorithm and less need of storage space. The mathematical representations

of these kernels are shown in 3.7 and 3.8

RBF = exp(−γ|x− y|2) γ > 0 (3.7)

kNN = 1[x’ ∈ kNN(x)] (3.8)

After experimentation we found that graph based label propagation does not work well

when there is a lot of unlabelled data as it requires a lot of memory to build the graphs for label

propagation. The number of nodes in our application would be equal to the number of unlabelled

data pixels. For example, if 90% of the data is unlabelled that means around 10M data pixels are

unlabelled and building a graph for these many nodes will clearly take up a lot of space. Since we

are working on a machine with a limited of 25GB RAM, this process cannot be performed on

a large number of points. However we have shown the performance of this model on a smaller

scale of data. It is seen that there is slight improvement in the performance when compared to the

pseudo-labelling label propagation method. The UNet Autoencoder algorithm described in the

section ahead still performs better than the graph based label propagation.

3.4 UNet-Autoencoder

Due to the recent advancements in deep neural networks, we decided to leverage the

power of deep architectures for our applications. UNets have been proven to be powerful tools for
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segmentation tasks as they were specifically designed for biomedical image segmentation in the

first place [20]. We experimented with UNet along with Autoencoders for the purpose of taking

advantage of the unlabelled data for our application of mangrove ecosystem image segmentation.

3.4.1 Autoencoders

Autoencoders are neural networks which learn in unsupervised fashion. An autoencoder

can learn non-linear transformations with a non-linear activation function and multiple layers.

Universal applications of autoencoders involve image coloring, feature extraction, image de-

noising, dimensionality reduction etc. We will use convolutional layers in autoencoders for

pre-training another fully-convolutional model for image segmentation. We only need the unla-

belled orthomosaics to train autoencoders. It applies backpropagation and sets all the labels to the

input features, for example if input is X = x1,x2, ......xi then the each target value is set to be the

input as yi = xi. A general layout of an autoencoder is given in figure 3.5. In our application, we

will be feeding the unlabelled tiles of the orthomosaic to the input layer of the autoencoder and

the output layer is expected to generate a reconstructed image of the input tiles.

Figure 3.5: A general structure of an autoencoder. The input is any vector X and the output of
the autoencoder is a reconstruction of the input X , represented in the image by X

′

The autoencoder as the one shown in figure 3.6 tries to learn a function, hW,b ≈ x which

outputs an image as similar to the one it is being provided with. The process of reconstructing an

28



image using an autoencoder might seem like a trivial task, but if we limit the number of hidden

units in the autoencoder we can learn the interesting underlying structure of the input data. An

autoencoder consists of 3 parts:

• Encoder. This part of the autoencoder represents the input into latent space. It compresses

the input and passes on a distorted version of the input image to the next part i.e. code.

• Code. This part of the network represents the compressed input which is fed to the decoder.

• Decoder. This decompresses the image received from the code to the original dimensions.

This is a lossy reconstruction of the input.

We give unlabelled orthomosaic tiles to the encoder as inputs and the outputs of the

decoder are lossy reconstructions of the input tiles as is shown in figure 3.6. Although we do

not make use of this reconstructed image further in the architecture, but we do make use of the

weights learnt by this autoencoder model to pre-train our UNet.

Figure 3.6: The autoencoder representation used in our application. The encoder unit comprises
the convolutional layers for downsampling the input tile and the decoder unit comprises the
deconvolutional layers for the upsampling of the compressed input image. The decoder outputs
the reconstructed image.

We use convolutional autoencoders(CAE) in our research. Since we only use the autoen-

coder in order to transfer the knowledge extracted from the unlabelled samples, we do not need

to generalize the autoencoder’s learning to unseen samples as the training data is going to be
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constant. Since there is no potential need for generalization a simple linear activation suffices

and we do not need non-linear activation. The activation used in the autoencoder is also called

identity activation and can mathematically be represented as in 3.9

f (x) = x (3.9)

The encoder and decoder parts of a general autoencoder are represented by the convo-

lutional and deconvolutional layers of the CAE respectively [21]. A convolution operation is

performed between each input image having a depth D. If X represents the image X =X1,X2.....XD

and a set of n convolutional filters like F1
1 ......F

1
n to produce a set of n feature maps. The activation

function a() in our case is a linear activation function.

zm = a(X×F1
m +b1

m) , m = 1 . . .n (3.10)

Where X is the input image, F1
m is the mth convolutional filter and b1

m indicates the bias

of the mth feature map. The reconstructed image X̂ is the result of convolution between the

dimension of the feature Z and the deconvolutional filter F2

X̂ = a(Z×F2
m +b2) (3.11)

. We use the mean squared error(MSE) as the loss function for our autoencoder, shown in 3.12

L(x, x̂) =
1
2
(||X− X̂ ||22) (3.12)

The autoencoder tries to minimize this loss with each epoch and the model is said to

be converged when the loss is either constant or reaches a certain acceptable level. A better

autoencoder will have a lesser loss.
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3.4.2 U-NET Segmentation

UNET is a fully convolutional network approach which was first proposed by [20] with the

goal of developing better segmentation models for biomedical images. U-Net is more powerful

than conventional convolutional deep learning architectures, in terms of architecture and in terms

of pixel-based image segmentation predicted by convolutional neural network layers. It is even

effective with limited dataset images which is why it also suited our application where it is

difficult to obtain annotated data. The input to this U-Net segmentation model is the labelled

samples of tiles of the orthomosaic and the output is expected to be a segmented image of the tile.

The network architecture as shown in figure 3.7 consists of a contracting path and an

expansive path, which gives it the u-shaped architecture. The contracting path is a typical

convolutional network that consists of repeated application of convolutions. Each of these

convolutions is followed by some activation function(ELU in our case) and a max pooling

operation. During the contraction or down-sampling, the spatial information is reduced while

feature information is increased. After this a sequence of up-convolutions are applied in order to

combine the spatial information learnt in down-sampling along with the feature information by

concatenations of high resolution features from the contracting path [20]. It follows an overlap-tile

strategy as shown in figure 3.8 i.e. the segmentation map only contains the pixels for which the

full context is available in the input image [22]. The border pixels are predicted by extrapolating

the missing context by mirroring the input image. This makes tiling of a large input image

essential for the application of U-Net because otherwise the resolution would be limited by the

storage available.
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Figure 3.7: UNet architecture used in our application. The network architecture as shown
consists of a contracting path and an expansive path, which gives it the u-shaped architecture.
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Figure 3.8: Overlapping tile strategy for segmentation of large images. The prediction of the
pixels in the yellow area require the image data within the blue area as input.

The activation used on the convolutions is called the Exponential Linear Unit (ELU). This

activation function has recently been found to converge the cost function to zero faster and also

produce more accurate results [23]. It is different from other activation functions, as it has an

extra alpha constant which should be a positive number. This activation function is basically used

due to its capability to speed up learning [22] by decreasing the bias shift by pushing the mean

activation towards zero. The ELU is given as :

elu(x) =


α(exp(x)−1) if x≤ 0

x if x > 0
(3.13)

and it has the gradient

∂elu(x)
∂x

=


elu(x)+α if x≤ 0

1 if x > 0
(3.14)

The loss function used in our experimentation is the Binary Cross Entropy loss. It is also

called Sigmoid Cross-Entropy loss. It is a Sigmoid activation plus a Cross-Entropy loss. The

mathematical formulation of this loss function is given in 3.15
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L = ∑
i

yi log10 oi +(1− yi) log10 (1−oi) (3.15)

The UNet tries to reduce this loss with each epoch and as in the autoencoder, the model is

said to have converged once the loss either reaches stagnation or attains an acceptable value.

3.4.3 Semi-Supervised UNet-Autoencoder Architecture

In our application of semi-supervised semantic segmentation we leverage the concept

of transfer learning with the autoencoder and the U-Net architectures described above. The

weights learned by the autoencoder are saved and transferred onto a supervised U-Net model

as a pre-training measure. In this way the U-Net model learns the data embeddings from the

unlabelled data sample. After pre-training the model with the weights learnt by the autoencoder,

it is trained on the limited amount of labelled data available. This yields a more powerful tool for

segmentation than a simple baseline U-Net which is only trained on the small labelled sample

without taking into account the unlabelled sample. The performance improvement is shown in

the results chapter. The figure 3.9 shows the working of this semi-supervised architecture.

Figure 3.9: UNet Autoencoder workflow used for semi-supervised semantic segmentation. The
weights learnt from the autoencoder are transferred to the UNet model. This transfer learning
mechanism enables the model to learn from the unlabelled tiles.
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Chapter 4

Results

4.1 Performance evaluation metrics

The performance of the semi-supervised segmentation model is evaluated by mainly

looking at the Intersection over Union score (IoU). IoU, also known as the Jaccard index, is the

most popular evaluation metric for tasks such as segmentation, object detection and tracking [24].

This is a metric to evaluate how similar a bounding box in a predicted image is to the ground truth

bounding box. It works by finding a ratio of the area where the two boxes overlap to the total

combined area of the two boxes which is mathematically shown in 4.1 . The figure 4.1 shows an

example of this process.

IoU =
|A∩B|
|A∪B|

(4.1)
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Figure 4.1: The intersection over Union. This metric finds the ratio of where the two vectors
under consideration overlap to the total combined area of the two vectors.

We also plot precision recall curves for the classification of the pixels obtained after

training each of the models. This plot summarizes the trade-off between the true positive rate and

the positive predictive value for a predictive model using different probability thresholds.

4.2 Clustering based segmentation

We experimented with clustering based segmentation models. For this we clustered

our data (the tiles generated from the mangrove ecosystem site) using various algorithms. The

clustering of tiles using mini batch k means and gaussian mixture model is shown in figure 4.2.

We can see that the results obtained using only the unlabelled data points are not that good. The

pixels that are classified as non-mangrove need to be very different from the mangroves for

this algorithm to work, which is not the case here. The images have non mangrove green areas

which the algorithm misclassifies as mangroves. Thus, using these clusters to spread labels to the

unlabelled pixels in our aerial imagery was not an option. Therefore we tried out other methods

using the semi-supervised semantic segmentation.
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Figure 4.2: Results of clustering sample tiles of the La Paz site. In figure a the mini batch
k-means clustering algorithm is used while in figure b the gaussian mixture model is used.

Since the mangroves are densely clustered together so we also tried another clustering

algorithm (DBSCAN) which we thought could have performed better as it is density based

clustering. This is based on the idea that a cluster in data space is a contiguous region of high

point density, separated from other such clusters by contiguous regions of low point density. Since

this clustering method is inefficient for large datasets due to it’s recursive nature, we had speed

issues implementing this. We were not able to successfully implement this.

4.3 Pseudo-Labelling

The Pseudo-Labelling semi-supervised segmentation model was trained on various

amounts of labelled data. Some of the available labelled data was kept aside as a validation set

and this was used for performance analysis of the model after each training session.

37



Before we began to test the model with different amounts of labelled data, we experi-

mented with different hyper-parameters used in the random forest classifier used in the model.

We did our hyper-parameter tuning on this using the 10% labelled data sample. For all other

experimentation with different amounts of labelled data, the hyper-parameters obtained with this

initial tuning are used. We tried out different values for the following hyper-parameters:

• Max depth : [5,10]

• N estimators : [5,10,15,20,25,30]

• Max features : [’auto’,’sqrt’]

Table 4.1: Best hyper-parameters obtained with the hyper-parameter tuning on 10% labelled
data.

Max Depth N Estimators Max Features
10 20 auto

As the number of decision trees in a random forest architecture increases, it adds to the

complexity of the model and thus the performance of the segmentation model is expected to

increase with the increase in the number of trees. Of course this takes a toll on the run time

complexity of the model, thus a good enough number for these trees needs to be selected. This

number is selected based on the percent of improvement of the model as compared to a lesser

number of trees. When the model stops performing significantly better, that particular number is

selected for the parameter n estimators The graph in figure 4.3 shows how the performance of the

model varies with increasing number of decision trees in the random forest model. We can see

that for 20 decision trees the model performs best in terms of performance and computation cost.
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Figure 4.3: Performance of the Pseudo-Labelling semi supervised segmentation model with
10% labelled data. The figure on the left shows how the accuracy varies and the figure on the
right shows how the IoU varies.

The precision recall curve of the final Pseudo-Labelling model is depicted in figure 4.4.

This is plotted when the classifier is tested on the entire site with 10% labelled data available for

training the model.

Figure 4.4: The precision recall curve for the pseudo-labelling model for 10% labelled data and
tested on the entire site.

Once the hyper-parameters are chosen, the model is trained on the available limited data.

This then classifies the unlabelled data and the confident predictions amongst these are used to
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retrain the model. Once the final model is ready, this is used to segment all the tiles of the La Paz

site. The figure 4.5 shows examples of tiles as segmented with the Pseudo-Labelling model when

different amounts of labelled data are given to it.

Figure 4.5: Sample segmented tiles by self learning based Pseudo-Labeller for different amounts
of labelled data.

We mainly look at the IoU scores as a performance evaluation metric for the pseudo-

labelling model. This is shown in table 4.2 . It can be seen that as the labelled data increases the

performance of the model improves as expected. The IoU values range from 0.58 for as little as

10% labelled data to 0.66 IoU for as much as 75% labelled data.
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Table 4.2: Performance of Pseudo-Labelling semi-supervised semantic segmentation model
with different amounts of labelled data

Performance
Metric

10% Labelled
data

25% Labelled
data

50% Labelled
data

75% Labelled
data

Accuracy 0.890 0.8965 0.8978 0.9058
IoU 0.5869 0.6195 0.62015 0.6612

4.4 Graph based Label Propagation

When we use graph label propagation instead of using a random forest classifier as a

label propagator as in the previous section, we observe an improvement in the IoU score even

when as little as 10% of the data is given. One drawback of this model is that it takes up to

3 times as long as the pseudo-labelling model to train and also it is very memory inefficient.

Due to these restrictions we couldn’t’t train it on all the tiles available. But we made sure to

keep the percentage of labelled data the same as other experiments so that the evaluations can

be correctly compared with other models. The table 4.3 shows the improved performance of the

graph based pseudo-labelling model on different percentages of labelled data. The figure 4.6

shows the precision recall of this model when 10% of labelled data is provided for training. Even

an eye test on the segmented tiles given in figure 4.7 show that the graph based model performs

better that our original pseudo-labeller. Even for as little as 10% labelled data the graph based

label propagation model improves by 0.10 IoU i.e. for as little as 10% labelled data, the graph

based model gives an IoU of 0.66 which the previous pseudo-labeller could only obtain when

around 75% labelled data was provided.
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Table 4.3: Performance of graph based semi-supervised segmentation model with different
amounts of labelled data

Performance
Metric

10% Labelled
data

25% Labelled
data

50% Labelled
data

75% Labelled
data

Accuracy 0.8451 0.8594 0.881 0.899
IoU 0.66170 0.65610 0.7390 0.7644

Figure 4.6: The precision recall curve for the graph based semi-supervised segmentation model
for 10% labelled data and tested on the validation data.
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Figure 4.7: Sample segmented tiles by Graph based label propagation for different amounts of
labelled data.

4.5 UNet-Autoencoder

UNets are believed to give state of the art performance on image segmentation tasks and

so is also proved with our experiments with our UNet-Autoencoder model. The autoencoder part

learns the patterns from the unlabelled data and this is used with a traditional UNet to build a

semi-supervised semantic segmentation model. We have trained our autoencoder for 50 epochs

and our pre trained UNet for 70 epochs. The figure 4.4 shows the performance of this model

with different amounts of labelled data. It clearly performs better than both our previous models.

Increasing the training time for this model is expected to further improve the IoU score for this

model. When we train our autoencoder and the UNet for 150 and 170 epochs respectively, we
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observe an IoU of 0.9 which is the highest obtained in our application. The graphs in figure 4.8

and figure 4.9 show how the model improves with each epoch.

Table 4.4: Performance of UNet-Autoencoder semi-supervised segmentation model with differ-
ent amounts of labelled data

Performance
Metric

10% Labelled
data

25% Labelled
data

50% Labelled
data

75% Labelled
data

Accuracy 0.954 0.9594 0 0.9658 0.9716
IoU 0.7254 0.737 0.806 0.8426

Figure 4.8: Graph showing the performance of the UNet-Autoencoder in terms of Intersection
over Union score for different epochs (in multiples of 10)
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Figure 4.9: showing the loss of UNet-Autoencoder with increasing epoch

Figure 4.10: Sample segmented tiles by UNet-Autoencoder for different amounts of labelled
data.
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4.6 Comparing performance

We observe that the UNet-Autoencoder model performs the best among all our models

with the scope of further improvement. The graph in figure 4.11 shows a performance comparison

of all the models when different amounts of labelled data is given to each of the models. We can

see a clear improvement in the performance of each of the models.

Figure 4.11: Performance comparison of different semi-supervised semantic segmentation
models w.r.t. different percentages of labelled data.

The models are tested on all the tiles of the orthomosaic of the mangrove ecosystem site.

These predicted segmented tiles are stitched back together to a single segmented orthomosaic

using GDAL and openCV. This is done in order to create better visualizations of the performance

of the models.The figures 4.12, 4.14 and 4.13 show the completely segmented image of the

La Paz site that we used to train and validate different models. We can see that although the

Pseudo-Labelling model doesn’t improve a lot when a lot of labelled data is given for training,

but the UNet-Autoencoder improves by a lot. Comparison of the two different models show that

the UNet-Autoencoder gives a much better segmentation of the entire site as compared to the
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Pseudo-Labelling model for all percentages of labelled data.

Figure 4.12: The La Paz under consideration in this research and the actual segmentation for
the site.

Figure 4.13: Segmentation results of the whole La Paz site obtained by Pseudo-Labeller and
the UNet-Autoencoder when 10% labelled data is used for training
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Figure 4.14: Segmentation results of the whole La Paz site obtained by Pseudo-Labeller and
the UNet-Autoencoder when 75% labelled data is used for training

48



Chapter 5

Conclusion and Further Improvements

In this research we looked into various semi-supervised semantic segmentation methods

in order to help with the conservation of mangroves. Since hand labelling the aerial imagery

captured by UAV is costly in terms of human effort and time, models which can learn using a

limited amount of labelled data can be very helpful. Our semi-supervised methods varied from

the simplest of self-learning based Pseudo-labelling semi-supervised segmentation model to a

complex high performing deep learning based UNet-Autoencoder architecture. We found that the

UNet-Autoencoder performs the best in a semi-supervised setting for our segmentation task. This

model attains an Intersection over Union score of around 0.72 for as little as 10% labelled data.

An increase in the amount of labelled data expectantly improves the performance of the model.

The UNet-Autoencoder gives an improved performance of around 0.84 IoU when 75% labelled

data was given for training the semi-supervised model. The current UNet-Autoencoder model

could be improved by training it for longer. Both the autoencoder and the UNet architecture can

be trained for more epochs. Some post-processing steps like masking the resulting segmentations

could result in better overall segmentations. More future work could be to apply the current model

to different sites of mangrove ecosystems so as to see how well the current model generalizes.
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