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Abstract: Robust object detection in sonar images is an important task for underwater exploration, navigation, and mapping. Current methods make assumptions about the shape, highlight, or shadow of an object, which may not be valid for some environments or targets. We focus on the area of feature extraction-based detection, which does not rely on information about the shape of the target, towards a robust framework for target detection for a variety of seabed structures and target types. Our framework works by first estimating the seabed type from the spatial distribution of features to determine the set of optimal parameters, and then obtains a set of features which are filtered according to intensity and distribution to yield a detection decision. Our method also provides a means to determine the type of seabed, and a machine-learning based methodology to choose the parameters of these feature detectors efficiently within the high number of possibilities to match the evaluated seabed type. We report performance of a variety of feature detectors for a simulated environment and of one feature detector for real sonar images. Our results show the importance of choosing the parameters of the feature extractors based on the current environmental conditions, and that favorable tradeoff between detection and false alarm rates is obtained by our method.

1 Introduction

Sonar imaging is a valuable tool for analyzing the seafloor. Detecting the presence of sunken ships and archaeological sites on the seafloor, mapping structures and objects, or performing pipeline inspection are all extremely useful tasks that are difficult for divers to accomplish, particularly in areas of significant depth. Current synthetic aperture sonar (SAS) imaging systems provide cm scale resolution at ranges of ≈ 100 m, and can be equipped on Autonomous Underwater Vehicles (AUVs) or vessels that remain on the surface, such as ships or Unmanned Surface Vehicles (USVs). Yet, sonar images are heterogeneous by nature, and the design of a fully automated system for object detection that is robust to various seafloor environments and that functions well for different types of targets is challenging. Fig. 1 shows a sonar image that contains different seabed structures where Poseidonia, sand, and sand ripples exist in the same image. Each of these have different features and characteristics that make detection challenging.

There are a number of approaches for the task of detection objects in a sonar image. One possibility is using a supervised learning approach that compares regions in the image to previously known patterns that correspond to objects. Barngrover [1] trains a Haar-like feature classifier on a large dataset of objects for mine detection. These approaches are prone to false negatives when there is a mismatch between the template and the actual sonar image, e.g., due to changes with altitude and angle of the sonar system with respect to the target. Further, this supervised learning may only correspond to the case when the shape of the target is known a priori. Myers et al. [2] suggests an alternative which segments a sonar image into five classes based on simple thresholding and compares them to previously established templates. These templates are generated from a database of targets at a variety of orientations. Recently, Abu et al. [3] abandons supervised learning altogether and proposes a statistical detection approach. Their classifier uses the sonar parameters and on the expected distribution of the highlight, shadow, and background. The result is a detected region-of-interest based on segmentation of highlights and shadow, set by a likelihood ratio.

While the above approaches perform well for their application, they all inherently assume some knowledge about the target, e.g., the shape of the object in template matching or an assumed distribution for the highlight or shadow as in statistical detection methods. Instead, in this work we focus on the case where such information is not available. Our method only relies on the assumption that the object is sufficiently different from its environment. That is, we assume that there exist some features related only to the object to allow us to separate it from its environment. As shown in the example in Fig. 2, these objects can manifest as a bright circle against a sandy background or a shadow with complex geometry.

Feature detectors lie at the heart of all indirect image processing techniques. They do not require prior knowledge of the target; instead they aim to identify geometry that is highly distinguishable from the background. As a result, feature detectors fulfill the robustness requirement for handling multiple sea environments and sonar images. Yet, although feature detectors have been successfully applied for the detection of objects in optical images or videos...
We explore the performance of our algorithm via a designated simulator for sonar images, and over a set of sonar images we obtained using our own SAS image simulator. This SAS simulator is a forward-looking scanning sonar (FLS) simulator for sonar images, and over a set of sonar images we experimentally verified on real SAS images, and thus we can expect similar reliability. The results show that identifying the background and utilizing a feature detector with parameters optimized for that background yields the best result. Yet we also observe that in the general case where the background is not known or estimated, utilizing parameters trained for all backgrounds together produces the most reliable performance. Additionally, the design space exploration yields much higher performance than the default values for every feature detector. The optimized parameters for each background also yield different performances, dramatically so for some feature detectors.

This paper is organized as follows. In Section 2, we describe the state-of-the-art in target detection on sonar images. Section 3 includes the details of our target detection method. In Section 4 we show how the feature exploration’s parameters are set. Section 5 includes results from synthetic images and from real sonar images. We conclude in Section 6.

2 Related Work

There has been a great deal of interest of non-model based object detection in sonar imagery for segmentation and mapping unknown environments. However, the literature is sparse when it comes to analyzing and optimizing feature detection, which is the very first step of the process.

Feature-based detectors for sonar images have been mostly used for applications related to subsea navigation. In particular, the main approaches use feature extraction to identify similar objects within a set of sonar images. Williams et al. [10] perform two steps for such identification: first, they identify areas of constant depth as those may correspond to real objects. Then they classify pixels which are of consistent depth and not larger than a specified threshold as point features and feed them into subsequent feature matching for navigation. Similarly, the work by Johannsson et al. [11] utilizes a simple computer vision pipeline of smoothing, gradient thresholding, and clustering, which is similar to simple feature detectors that the work by Harris et al. [12] evaluates. They use these features to perform registration on overlapping frames, which in turn generates motion estimates between frames for SLAM.

The use of feature extraction for SLAM applications is common. Ribas et al. [13],[14] use a mechanical forward looking scanning sonar (FLS) that produces consecutive sonar images while the underwater vehicle is moving. The movement creates a warped image since different parts of the image will be observed from different locations. To remove these distortions, they use a motion estimate to re-align each pixel to a globally consistent frame. After this pre-processing step, they use a simple line extraction detector for target identification. Similarly, Fallon et al. [15] propose a feature-based navigation system to incorporate features from high resolution maps of the seafloor and relocate objects using a lower resolution FLS. To detect features from the FLS, they first adaptively threshold the image and use a gradient based feature detector with parameters optimized for that background.

Our contributions are:

1. A method for feature-based target detection on sonar imagery that takes into account the spatial identification of a target, as well as the type of background;
2. An implementation of an active learning design space exploration method to optimize feature detector parameters on sonar imagery;
3. A comparison of the relative performances of feature detectors on a simulated synthetic aperture sonar dataset.

Fig. 2: Synthetic Aperture Sonar (SAS) image of the seafloor with an object appearing prominently in the center right.
target detection that uses spatial information in target identification, as well as a rigorous methodology of how to set parameters to match a self-identified seabed type.

3 Feature Based Target Detection

3.1 System Model and Key Idea

Our system model includes a single sonar image of any type, e.g., SAS, multibeam, or FLS. The sonar image we consider is two-dimensional (2D), although 3D extension is straight forward. The sonar image may or may not include a target, but we assume that if a target is present, it is distinguishable from the seabed environment. That is, it is either isolated compared to similar objects (e.g., a cluster of rocks) or it has a unique pattern. We do not assume knowledge about the shape of the target. Our goal is to identify the existence and location of a target in the given sonar image. In our scheme, we use knowledge of the seabed environment type: specifically sand ripples, grass, and a mix of these backgrounds.

Figure 3 outlines our general approach. We start with an image (block 1) and setting the parameters (block 2) to a feature detection algorithm to detect an object in the presence of any typical seafloor pattern. These default parameters will be the ones that give the best results across a mix of all backgrounds. The detection algorithm then returns keypoints (block 3), which are the pixel coordinates and calculated intensities associated with a feature. We rank the intensity of the keypoints and apply a threshold (block 4) to return the best keypoints and their coordinates. Once we identify the subset of features and locations (block 5), we extract the additional feature descriptors (blocks 6-7) and we make a decision about the seabed type between four different clusters (block 8): sand ripple; grass; sand; and mix. Then we execute the feature extraction algorithm again for the set of parameters that best fits the evaluated seabed environment (blocks 2-7). Finally, we perform target detection (block 9) based on the joint spatial spread of the detected features to identify a single or a set of targets that stand out from their environment either in terms of their pattern or by being spatially separate.

3.2 Feature Extraction

We base our detector on an underlying feature extraction algorithm. In this work, we do not develop our own feature extracting algorithm. Rather, we explore a variety of such filters, and provide the framework to include these algorithms for target detection in sonar images. Non-model-based feature detectors are all fundamentally based on analyzing intensity gradients in an image, but differ in determining uniqueness based on patterns at a point (i.e. corner) or within a region surrounding a point (i.e. blob) or some combination of the two.

We compare seven feature extraction algorithms: Harris [12], Shi-Tomasi [16], STAR [17], FAST [18], SIFT [19], SURF [20], and ORB [21]. Each of these are widely-used, are considered general purpose, and are similar to detectors used by state-of-the-art feature based navigation methods [15],[11]. Further, these algorithms are all available in the open-source library OpenCV [22]. These algorithms act as the Detection Filter block in Fig. 3. Given a set of parameters, the feature detector gives coordinates for a feature along with a single intensity value. Some detectors, namely STAR, SIFT, SURF, and ORB, return additional information beyond the single intensity value, such as scale and orientation of each feature.

The key idea, pros and cons, average running time per feature, and the number of parameters to tune for each of these detectors are summarized in Table 1. The average running time per feature is computed using each image in our dataset (explained in Section 5.1) and every possible parameter configuration on a 3.2GHz Intel Core i5 processor with 16-GB 2400-MHz DDR4 RAM. The parameters used by each of these detectors affect the performance in terms of feature detection. For example, SURF’s three parameters affect the threshold at which points are accepted or rejected and the size and number of octave layers, which are fundamental components to its operation. These, in turn, affect the size of features that SURF detects and returns.

3.3 Feature Classification

The output of the feature extraction process is a set of pixel coordinates with associated intensity values; i.e. a set of features. To decide on the important features out of those that passed the detection filter by means of classification, we label each feature with ‘1’ if it is related to a target and ‘0’ otherwise. As illustrated in Fig. 4, for classification we use this set of labeled features to train a support vector machine (SVM) model via a 4-fold validation process over a radial basis function (RBF) kernel. SVM was chosen due to its ability to perform well also for small sets of training data. The model takes the detectors’ outputs (feature intensity, and, if relevant, scale and orientation), as well as the location of the identified features in the image.

Recall we assume that features corresponding to an object in a sonar image are isolated from other features. Thus, to classify an object, we use the relative position information to serve as an input to our SVM model. We avoid setting the absolute position information as an input, though, as an object may appear at any position in the image. Instead, we calculate two characteristics that relate to the feature’s density. The first parameter describes any given feature’s distance to the closest of two centroids, which we calculate given the total distribution of features in a single image. In images with a single object, numerous features around the object will create a centroid that is very close to the position of the object. Therefore, theoretically, features that have smaller distances to their nearest centroids would be more likely associated with an object. The pseudocode to setup the distance characteristic is outlined in Algorithm 1, and a visual representation is depicted in Fig. 5.

The second parameter is a density index, as related by Equation (1), that quantifies the relative distance from a single point to all other points in the image. This way, features that are close to many other features will have a lower value than features that are isolated in the image.

*Note the threshold is determined as a system parameter and is not user defined.*
### Table 1 Comparison of feature detectors

<table>
<thead>
<tr>
<th>Feature Detector</th>
<th>Description</th>
<th>Number of Parameters, Number of Configurations</th>
<th>Average Time Per Feature</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harris [12]</td>
<td>Computes gradient with respect to each direction. Similar to Harris but uses a simpler thresholding method.</td>
<td>5 parameters, 10000 configurations.</td>
<td>637.01 µs</td>
<td>Distinguishes and edges well</td>
<td>corners susceptible to scale variance</td>
</tr>
<tr>
<td>Shi-Tomasi [16]</td>
<td>Multi-scale detector with no subsampling base on CenSure [23].</td>
<td>3 parameters, 10000 configurations.</td>
<td>682.77 µs</td>
<td>Distinguishes corners and edges well</td>
<td>corners susceptible to scale variance</td>
</tr>
<tr>
<td>STAR [17]</td>
<td>Computes difference in brightness of neighbors in Bresenham circle.</td>
<td>5 parameters, 1000 configurations.</td>
<td>1257.68 µs</td>
<td>Robust to viewpoint changes</td>
<td>susceptible to scale variance</td>
</tr>
<tr>
<td>FAST [18]</td>
<td>Computes oriented gradient histograms for patches around a point.</td>
<td>3 parameters, 500 configurations.</td>
<td>16.42 µs</td>
<td>Efficient</td>
<td>Poor noise robustness, susceptible to brightness changes</td>
</tr>
<tr>
<td>SIFT [19]</td>
<td>A more efficient approximation of SIFT.</td>
<td>4 parameters, 5000 configurations.</td>
<td>793.94 µs</td>
<td>Rotation and scale invariant</td>
<td>Computationally expensive, susceptible to blur</td>
</tr>
<tr>
<td>SURF [20]</td>
<td>Efficient replacement for SIFT.</td>
<td>3 parameters, 1000 configurations.</td>
<td>73.35 µs</td>
<td>Faster than SIFT</td>
<td>Susceptible to viewpoint and illumination change</td>
</tr>
<tr>
<td>ORB [21]</td>
<td>Efficient replacement for SIFT that builds off of the FAST detector.</td>
<td>6 parameters, 15000 configurations.</td>
<td>34.84 µs</td>
<td>Scale and rotation invariant, real-time, noise resilience</td>
<td>Generally fewer features</td>
</tr>
</tbody>
</table>

These two feature density parameters and the parameters inherently calculated by the feature detector all make up the “keypoint descriptors” in Fig. 4 that are input to the SVM model. After training, the SVM, for each keypoint descriptor, will output either a ‘1’ for ‘object’ or ‘0’ for ‘non-object’. By this method we perform feature classification.

### 3.4 Identifying Seabed Structure

Once we extract the set of features, $\mathcal{F}$, we make a decision on the type of seabed. Information on the seabed type allows us to better determine the feature extraction algorithm’s parameters. We take a set of images of an unknown seabed and compute the number of features, the distribution of features within images, and feature descriptors. These criteria are compared to averages of the same criteria computed from a representative dataset of three environments.

**Algorithm 1**

Distance to Nearest Centroid

$nClasses \leftarrow 2$

$kMeansIterations \leftarrow 15$

$c \leftarrow kMeansInitCentroids(features, nClasses)$

for $i = 1 : kMeansIterations$

    $idx \leftarrow findClosestCentroids(features, c)$

    $c \leftarrow computeCentroids(features, idx, nClasses)$

end for

for $p \in features$

    $distCentroid1 \leftarrow norm(p - c(1))$

    $distCentroid2 \leftarrow norm(p - c(2))$

    if $distCentroid1 < distCentroid2$

        $distance(p) \leftarrow distCentroid1$

    else

        $distance(p) \leftarrow distCentroid2$

end if

**Fig. 5:** Placement of centroids on simulated sonar images. Features are displayed as cyan points, and the two centroids are the green plus symbols. Features associated with an object (left) will on average be closer to a centroid than features not associated with an object (right).

If the criteria from $\mathcal{F}$ match one of these environments within a predetermined threshold, we make a decision on the type of seabed and apply the optimal parameters for that seabed. Referring to Fig. 6, we distinguish between sea grass, sand, and sand ripples. We use mix and its corresponding optimal parameters for a seabed environment that is not well distinguished by the above criteria. Then, once we properly set these parameters, we execute the feature extraction algorithm again so that we can glean the most accurate set of features possible.

We base our decision regarding the type of seabed on fixed thresholds on the distribution, number of the features extracted, and descriptors from the feature detector. We learn these thresholds from
a simulator built by the definitions from Abu et al. [9] for the different three seafords in Fig. 6, while normalizing by the number of pixels in the sonar image.

To quantify the spatial spread of the features, we project the 2D location space of each feature $f_i$ into a closeness index. Let $r_i$ be the 2D location of the $i$th feature, and $d_{i,k}$ be the Euclidean distance between features $i$ and $j$. We choose the closeness index to be

$$h_i = \sum_{k, k \neq i, j \neq i, k} \left( 1 - \frac{(r_i - r_k) \cdot (r_j - r_k)}{\|d_{i,k}\| \|d_{i,j}\|} \right),$$

(1)

which, for a point $i$ iterates through each feature $k$ and compares it to every pair of feature $i, j$. If $i$ is far from most other features, and those features are relatively close to each other compared to $i$, then the equation will evaluate to a relatively large value. Thusly, $h_i$ measures how isolated feature $i$ is relative to the other features, such that the higher $h_i$ is, the more isolated feature $i$ is. Then, we compare the mean of $h_i$ together with the number of extracted features by the above logic to determine if the current seaford is composed of a few/large number of isolated/dense features, and then identify the seaford environment.

### 3.5 Target Detection

Once we identify the seaford, the feature classification step is run with the detector parameters tuned for that specific seaford type. This yields a set of features that we can now analyze to identify the coordinates of a single or a set number of targets within an image. We use three methods for identifying a target. The first method sorts the features by intensity and applies a simple threshold to label the features with the highest intensities as targets within the image.

The weights are then normalized by calculating

$$\hat{w}_i = \frac{h_i}{\sum_j h_j},$$

(2)

and then the weight $\hat{w}_i$ of each feature is multiplied by its intensity $v_i$:

$$v_i = \hat{w}_i v_i.$$

(3)

The intuition here is that intensity is not the only quality of a feature indicating it can correspond to an object. The spatial relationship between one feature and all other features can also hint at the existence of an object. Combining this information will theoretically lead to a more robust target detection.

The third method utilizes the same weights $\hat{w}_i$ and multiplies by the intensity of a feature normalized with a fixed window:

$$v_i = \hat{w}_i \frac{v_i}{\|S_j\| \sum_{j \in S_j} v_j}.$$

(4)

where $S_j$ is the set of features within a $5 \times 5$ pixel window surrounding feature $j$. Features corresponding to objects will theoretically be more different than their immediately surrounding features in comparison to the difference between features corresponding to noise or backgrounds. However, this method relies on the window size being larger than the objects in the image so that the intensity differences are more significant.

Finally, similar to the first method, a threshold is set for the sorted values of $\hat{v}$ and $\check{v}$ to identify the $n$ targets within the image.

### 4 Design Space Exploration

One of the main challenges in our feature-based target detection is how to determine the optimal set of parameters for each feature detection algorithm to obtain a favorable trade off between the true positive rate and the false positive rate. While each of the algorithms we consider may only have 4 or 5 parameters, the number of possible combinations quickly builds up as the granularity of the sampling for each parameter increases.

To illustrate this, consider an algorithm with only 5 parameters each having only 4 possible values. Then, the total number of designs is 1024. Now consider an evaluation process for a single design that lasts for 10 minutes. The result would be approximately 1 week of continuous computing to fully explore the design space. Naturally, this duration compounds when several seaford environments and target types are explored. Clearly a method to reduce the computing time while still achieving a good approximation of the set of optimal designs is required. While for optic images the default parameters supplied with the feature extractors are designed to be suitable, to the best of our knowledge, how to set the parameters for sonar images has not been explored.

#### 4.1 Exploring the Space of Parameters

We propose a parameter-tuning methodology based on active learning. While there exists several options for parameter exploration via active learning, e.g., [24],[25],[26], we adopt previous design space exploration work known as ATNE [27] that we have modified for our application, which works by sampling a design based on whether it guesses that the results will either further explore the design space or get closer to the optimal edge. Instead of brute-force exploring the whole sample domain, ATNE covers a subset sufficient to estimate the Pareto-optimal front for even very complicated non-linear design spaces. It marks an improvement on previous active learning papers by requiring fewer initial random samples: 6 compared to 3000 [26]. Additionally, it can handle complex design spaces of a variety of sizes and retain similar prediction quality. By running ATNE on each detector for each dataset of seaford environments (200 images for grass, ripple, and sand, and all 600 images for the mix dataset), we can generate a set of feature detector parameters. The result is a decrease by 70% in the exploration time of the best set of parameters. Each design can take up to 8 minutes to evaluate on an Intel Core i5-6500 Skylake Quad 3.2GHz with 16GB of memory and a Sapphire Radeon Nitro R7 370 4GB GPU. Thus, with a feature detector with 500 possible designs, it saves about 47 hours of processing time.

To demonstrate the operation of ATNE, Figure 7 shows that a 30% sampling of the design space with the predicted best configurations in black, compared to the true optimal (brute forced) Pareto front in red. Additionally, the sampled designs are shown with a magenta dot, and the full space of designs are shown simply as blue circles. It is clear that ATNE, though sampling only a portion of the designs, essentially reconstructs the space and estimates a Pareto-optimal set of designs that are close to the ground truth optimal set. We measure
the closeness to ground truth using average minimum distance from reference set (ADRS) [27],[28] and ATNE. ADRS is defined as

\[
\text{ADRS}(P_{\text{gt}}, P_{\text{pred}}) = \frac{1}{|P_{\text{gt}}|} \sum_{p_{\text{gt}} \in P_{\text{gt}}} \min_{p_{\text{pred}} \in P_{\text{pred}}} d(p_{\text{gt}}, p_{\text{pred}}),
\]

where \(P_{\text{gt}}\) and \(P_{\text{pred}}\) are the sets of points in the predicted Pareto front and the ground truth Pareto front, and the function \(d(p_{\text{gt}}, p_{\text{pred}})\) represents the distance between a point in the ground truth set and a point in the predicted set.

4.2 Utilization Function for Parameter Exploration

As any reinforcement learning technique, ATNE requires an objective function or space to converge to. Since our aim is target detection, we choose the receiver operator characteristic (ROC) which compares the number of correctly classified object features against the number of incorrectly classified non-object features. One alternative is the precision-recall curve, which is used in cases where there is an abundance of one class over another. Though there is an imbalance in our case (there are far fewer object pixels than background pixels), the ROC is a better choice because it is more important to us that the object as a whole is identified robustly in comparison with the background, rather than every single object pixel be identified. The ROC is a common way of choosing parameters for detections; yet, ROCs can also be used to compare detectors. In that context, we recall that a desired detector would yield a better false positive–true positive trade off in most of the cases compared to other options. If we use a graphical explanation (see for example Fig. 8), the best detector would be the one obtaining the far left curve of the ROC. Utilizing this observation, as a utility function, we feed ATNE with approximations of the ROC by sampling three true positive–false positive pairs on the curve.

Our procedure works as follows. For each feature detector design and parameter configuration, we execute our detection and classification workflow (see Section III) to obtain a list of features labeled as object. This list is then compared with ground truth information to yield a precision-recall pair for each parameter configuration. Once ATNE tests one design and configuration, it decides which design to sample next, based on its updated estimate of the design space. After sampling 30% of the space, we can then reasonably say that ATNE has recreated the Pareto-optimal front of the design space. The Pareto-optimal front will consist of the points that are on the edge of the scatter plot with the fewest false positives and most true positives.

5 Results

In this section, we explore the performance of our feature-based target detection scheme. Our dataset comprises 600 simulated sonar images to determine the parameter space of each feature extraction algorithm. In addition, we explore performance for some genuine sonar images that we gathered in multiple sea experiments. This dataset includes sonar images from a synthetic aperture sonar (SAS) mounted on our Eca-robotics Alistir A18 AUV and we gather multibeam images using a surface ship-mounted multibeam. We start by exploring the set of parameters based on our simulator, and then provide sea trial results for target detection.

5.1 Simulations

The simulated SAS images depict a single target on one of three backgrounds: grass, sand ripple, or sand. An example of all three environments is shown in Fig. 6. The backgrounds have equal representation in the dataset, such that there are 200 grass-, 200 ripple-, and 200 sand-based sonar images. We obtain this dataset from a distribution function tailored to each of these seabed environments – see [9] for further details.

Within each background, there are many different target, shadow, and background intensities, so that there is sufficient variety represented in the dataset. Because the dataset is split into three backgrounds, there are four experiments that we can run: one for each background and one for a mix of all backgrounds. This allows us to test the suitability of various feature detectors for particular backgrounds in comparison to each other. This is done by measuring the number of true positives and false positives that each detector generates with a specific design, where the number of true positives corresponds to all the features that are within the bounding box of the object, and the number of false positives corresponds to all other features which are outside that bounding box. We relate these with Equations (6) and (7) for true positives and false positives, respectively. We measure the true positive performance by dividing the number of true positives, \(N_{\text{tp}}\), by the number of pixels that should have been detected but were not (i.e. false negatives), \(N_{\text{fn}}\), plus the number of true positives. This denominator corresponds to the number of pixels that correspond to the object in the image. We measure the false positive performance by dividing the number of false positives, \(N_{\text{fp}}\), by the number of pixels that were correctly not identified (i.e true negatives), \(N_{\text{tn}}\), plus the number of false positives. This denominator corresponds to the number of pixels that correspond to the background of the image.

\[
P_{\text{tp}} = \frac{N_{\text{tp}}}{N_{\text{tp}} + N_{\text{fn}}},
\]

\[
P_{\text{fp}} = \frac{N_{\text{fp}}}{N_{\text{fp}} + N_{\text{tn}}},
\]

![Fig. 7: Example for a Design Space Exploration. The red line shows the true set of optimal designs, and the black line shows what was estimated utilizing only the magenta points.](Image)

![Feature Extraction on Ripple Background](Image)

![Fig. 8: Three detectors’ ROCs for a single design](Image)
Table 2 illustrates the performance of each of the seven feature detectors on each of the four datasets. We plot the optimal set of designs for each dataset for a given feature detector for comparison, with the true positive rate on the y-axis calculated by Equation (6) and the false positive rate on the x-axis calculated by Equation (7). With Table 2 we show the performance of the grass, ripple, sand, and mix optimal designs for each of the four datasets. In each plot, there is a line of best fit for each of the optimal design sets to obtain an estimate of the Pareto-optimal curve. For example, in the Harris Grass plot, there are five sets of designs that we test on the grass dataset. As expected, the designs that are optimized for the grass dataset perform the best, as the red dotted line is the closest to the top left corner. The designs optimized for the other datasets are shown as well: ripple in magenta, sand in green, mix in blue, and the default designs with no optimizations in black. In this particular instance, the sand designs appear closest to the most optimal set of designs.

We calculate the distance between each curve on a single plot using the area distance relative to reference set (ADRS) as defined in Equation (5). Table 3 shows the ADRS values for each plot. ADRS gives a measure of how far the results are from the optimal results, so lower is better. An ADRS of 0 indicates that the sets exactly match. We calculate ADRS based off of the number of true positives and false positives for each point, rather than the performance metrics in Equations (6) and (7). Since all the images in the dataset contain the same number of pixels, this will represent the same relative performance as the plots in Table 2. For example, the Harris Grass plot in Table 2 corresponds to the Optimal Grass row in the Harris sub-table in Table 3. In this particular case, as we already supposed from the plot, designs trained on the Sand dataset and tested on the Grass dataset are the closest to the grass optimal front, with an ADRS value of 1.47. This means that if we substitute the parameters for Harris which have been optimized for the sand dataset, we will get a similar performance as if we used grass parameters, which are optimized for the actual dataset that is being tested.

In all cases, as the plots illustrate, all optimized designs (even the ones trained and tested on mismatched datasets) perform better than the designs with default parameters. Additionally, in most of the combinations, using the designs optimized for the particular background that is being viewed will dramatically improve performance compared to using a mismatched training dataset.

We would expect that there be a consensus of which set of optimal designs would be best to use without any knowledge of the background that is being tested. In other words, that a single column in each of the subtables in Table 3 will contain a majority of bold values, such as is the case for the Shi-Tomasi table, where the designs optimized for the mix dataset are always second best in each of the individual datasets.

### 5.3 Comparing Feature Extraction Algorithms

While is not our main aim, our method provides an efficient way to compare the performance of the seven feature extraction algorithms used. We base our comparison on the ROC performance of the seven methods in Tables 2 and 3.

From the plots, and verifying with the ADRS values, the Shi-Tomasi, SURF, and ORB designs optimized for the dataset containing a mix of all backgrounds performs consistently well in comparison to the other feature detectors in all categories. These are the most robust of the 7 feature detectors that were tested, and would function better than the others in environments with a variety of seabeds if there was no ability to detect the type of seabed.

Harris is interesting in that each set of designs trained on the individual datasets perform very close to optimally when tested on the datasets all together, but the designs trained on the datasets all together only perform averagely when tested on individual datasets.

### 5.4 Real Sonar Images

Table 4 shows the performance of the target detection step on real sonar images. The first two images are from a surface ship mounted multibeam sonar. The first image contains multiple prominent rocks on a nonhomogenous seafloor. The second image contains three targets deliberately placed on the seafloor, but are not as prominent against the background. The third and fourth images are from our AUV mounted SAS, and each contain a single target: a simple pipe and a complex shipwreck, respectively. For the first two images, which contain multiple targets, we expect that Method 1, a simple threshold filter, will identify the single most prominent target. We also expect that Methods 2 and 3, which take the distribution of features into account, will identify other targets in the image as well. Additionally, for all images we expect that features with high intensities that correspond to the seafloor will be eliminated by Methods 2 and 3.

We show results for the SURF feature extraction algorithm, and note that the results are similar in trends for the other feature extraction algorithms. The images each have at least one target, outlined in the first column. The methods we test are outlined in Section III.E: Method 1 corresponds to the simple feature intensity thresholding, Method 2 corresponds to (3), and Method 3 corresponds to (4).

We observe that Methods 2 and 3 present a clear improvement over Method 1. In particular, separate targets are identified more strongly in the first and second images, and in the first and third images the vast majority of false detections on the background are eliminated. The fourth image depicts a single, large, complex feature, and as such it is easily identifiable by all methods.

### 6 Conclusion

In this paper, we presented a feature extraction-based method to detect targets in sonar imagery. Our method does not require prior knowledge of the shape or distribution of the target, and is capable of target detection for multiple seabed environments and sonar types. We described the framework of our detector, and showed how it exploits the spatial diversity of the extracted features. Further, we described our methodology for exploring the parameter space across the various environment backgrounds to determine the parameters of the feature extraction algorithms. We demonstrated the applicability of our approach over a simulated dataset and examined it on genuine sonar imagery of different sonar types. The results showed that optimized parameters yields much higher performances than default parameters. Further work will combine the positives of all feature extraction algorithms to yield a better and more robust detection rate. Additionally, the use of neural networks may illuminate additional optimizations that the support vector machines we used could not, and presents an interesting opportunity for future research. This could be paired with additional research into a more robust sonar image simulator. The one used in this paper has limited dimensionality, and as such generating additional images to use a neural network runs the risk of overfitting.
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Table 2 ROC Curves

<table>
<thead>
<tr>
<th>Method</th>
<th>ROC Curve</th>
<th>Curve</th>
<th>Curve</th>
<th>Curve</th>
<th>Curve</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harris</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
</tr>
<tr>
<td>Shi-Tomasi</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
</tr>
<tr>
<td>SIFT</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
</tr>
<tr>
<td>SURF</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
<td>Grass</td>
</tr>
</tbody>
</table>

In the majority of cases, all optimized curves perform better than the default curves (in black). The curves optimized for a particular background perform at least as well, but typically significantly better than curves optimized for other backgrounds.
Table 2 ROC Curves Continued

<table>
<thead>
<tr>
<th>STAR</th>
<th>FAST</th>
<th>ORB</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="STAR Grass" /></td>
<td><img src="image" alt="FAST Grass" /></td>
<td><img src="image" alt="ORB Grass" /></td>
</tr>
<tr>
<td><img src="image" alt="STAR Ripple" /></td>
<td><img src="image" alt="FAST Ripple" /></td>
<td><img src="image" alt="ORB Ripple" /></td>
</tr>
<tr>
<td><img src="image" alt="STAR Sand" /></td>
<td><img src="image" alt="FAST Sand" /></td>
<td><img src="image" alt="ORB Sand" /></td>
</tr>
<tr>
<td><img src="image" alt="STAR Mix" /></td>
<td><img src="image" alt="FAST Mix" /></td>
<td><img src="image" alt="ORB Mix" /></td>
</tr>
</tbody>
</table>

Europe: EDAC Consortium, 2016. pp. 918–923
### Table 3  ADRS values for each feature detector

<table>
<thead>
<tr>
<th></th>
<th>Grass</th>
<th>Ripple</th>
<th>Sand</th>
<th>Mix</th>
<th></th>
<th>Grass</th>
<th>Ripple</th>
<th>Sand</th>
<th>Mix</th>
<th></th>
<th>Grass</th>
<th>Ripple</th>
<th>Sand</th>
<th>Mix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Harris</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>Shi-Tomasi</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Grass</td>
<td>0</td>
<td>9.14</td>
<td>1.47</td>
<td>5.12</td>
<td>Optimal Grass</td>
<td>0</td>
<td>9.01</td>
<td>5.12</td>
<td>7.78</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Ripple</td>
<td>9.24</td>
<td>0</td>
<td>24.15</td>
<td>16.19</td>
<td>Optimal Ripple</td>
<td>5.02</td>
<td>0</td>
<td>7.44</td>
<td>0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Sand</td>
<td>13.35</td>
<td>34.23</td>
<td>0</td>
<td>12.41</td>
<td>Optimal Sand</td>
<td>7.37</td>
<td>6.24</td>
<td>0</td>
<td>2.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Mix</td>
<td>86.16</td>
<td>56.76</td>
<td>142.80</td>
<td>0</td>
<td>Optimal Mix</td>
<td>28.17</td>
<td>19.31</td>
<td>28.59</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SIFT</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>SURF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Grass</td>
<td>0</td>
<td>2.30</td>
<td>6.94</td>
<td>6.62</td>
<td>Optimal Grass</td>
<td>0</td>
<td>10.06</td>
<td>20.50</td>
<td>10.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Ripple</td>
<td>79.96</td>
<td>0</td>
<td>93.25</td>
<td>50.41</td>
<td>Optimal Ripple</td>
<td>5.23</td>
<td>0</td>
<td>17.32</td>
<td>3.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Sand</td>
<td>28.65</td>
<td>19.50</td>
<td>0</td>
<td>18.04</td>
<td>Optimal Sand</td>
<td>18.22</td>
<td>9.45</td>
<td>0</td>
<td>7.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Mix</td>
<td>22.32</td>
<td>11.90</td>
<td>25.16</td>
<td>0</td>
<td>Optimal Mix</td>
<td>32.59</td>
<td>1.82</td>
<td>39.08</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>STAR</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>FAST</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Grass</td>
<td>0</td>
<td>20.00</td>
<td>13.36</td>
<td>33.35</td>
<td>Optimal Grass</td>
<td>0</td>
<td>2.95</td>
<td>0</td>
<td>9.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Ripple</td>
<td>45.27</td>
<td>0</td>
<td>35.73</td>
<td>25.60</td>
<td>Optimal Ripple</td>
<td>46.33</td>
<td>0</td>
<td>52.87</td>
<td>35.41</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Sand</td>
<td>4.56</td>
<td>7.60</td>
<td>0</td>
<td>25.35</td>
<td>Optimal Sand</td>
<td>0</td>
<td>0.24</td>
<td>0</td>
<td>3.68</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Mix</td>
<td>7.11</td>
<td>10.77</td>
<td>9.46</td>
<td>0</td>
<td>Optimal Mix</td>
<td>20.22</td>
<td>0</td>
<td>17.49</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ORB</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Grass</td>
<td>0</td>
<td>3.65</td>
<td>2.13</td>
<td>1.71</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Ripple</td>
<td>60.22</td>
<td>0</td>
<td>299.55</td>
<td>140.56</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Sand</td>
<td>19.24</td>
<td>26.60</td>
<td>0</td>
<td>12.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimal Mix</td>
<td>25.52</td>
<td>9.58</td>
<td>5.70</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The dataset with the designs closest to each optimal front is in bold. This is a numerical representation of the plots in Table 2, and support the conclusions drawn from visual analysis.

### Table 4  Target Detection Methods on Real Sonar Images with the SURF detector.

<table>
<thead>
<tr>
<th>Original</th>
<th>Method 1</th>
<th>Method 2</th>
<th>Method 3</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image 1" /></td>
<td><img src="image2.png" alt="Image 2" /></td>
<td><img src="image3.png" alt="Image 3" /></td>
<td><img src="image4.png" alt="Image 4" /></td>
</tr>
<tr>
<td><img src="image5.png" alt="Image 5" /></td>
<td><img src="image6.png" alt="Image 6" /></td>
<td><img src="image7.png" alt="Image 7" /></td>
<td><img src="image8.png" alt="Image 8" /></td>
</tr>
<tr>
<td><img src="image9.png" alt="Image 9" /></td>
<td><img src="image10.png" alt="Image 10" /></td>
<td><img src="image11.png" alt="Image 11" /></td>
<td><img src="image12.png" alt="Image 12" /></td>
</tr>
<tr>
<td><img src="image13.png" alt="Image 13" /></td>
<td><img src="image14.png" alt="Image 14" /></td>
<td><img src="image15.png" alt="Image 15" /></td>
<td><img src="image16.png" alt="Image 16" /></td>
</tr>
<tr>
<td><img src="image17.png" alt="Image 17" /></td>
<td><img src="image18.png" alt="Image 18" /></td>
<td><img src="image19.png" alt="Image 19" /></td>
<td><img src="image20.png" alt="Image 20" /></td>
</tr>
<tr>
<td><img src="image21.png" alt="Image 21" /></td>
<td><img src="image22.png" alt="Image 22" /></td>
<td><img src="image23.png" alt="Image 23" /></td>
<td><img src="image24.png" alt="Image 24" /></td>
</tr>
</tbody>
</table>

Methods 2 and 3 reduce the number of false positives.