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ABSTRACT

French ceramicist, Bernard Palissy, was known for making casts of live animals to
create large decorative platters. Our project is to create a modern spin on Palissy-ware.
We want a humane way to capture the form and movement of an animal using today’s
technology. The problem is that there is no existing technology for capturing this kind of
data, and the alternatives are inauthentic and compromises too much of the art.

Our solution uses 3D cameras to create a live scan of the animal over time and use
that data to create a 3D model. In the end, we have successfully created a brand new
artistic medium that captures the aesthetic of movement in live animals.

INTRODUCTION

Bernard Palissy (c. 1510 - c. 1589) was a french ceramicist who created a
technique called live casting to create incredibly detailed and realistic large oval platters
featuring small animals and vegetation. His technique involved capturing live specimens
in the marshes around his home. He would capture local frogs, snakes, snails, shells, and
crayfish as well as plants around their habitats. He took extra care to not damage the
animals as he captured them and refused to use already dead or maimed creatures, as
they would not retain their true forms. (Hanna Rose Shell, 2004) He would then kill the
animals by submerging them in vessels of urine and vinegar for half an hour. Once they
were dead he would pose them in naturalistic positions upon a sheet of clay. Once they
were in position and pinned to the clay he would then cover them in butter or olive oil to
facilitate the making of a series of master molds out of plaster. (Francesco Pellizzi, 2014)
These molds were then used to create the rusticware that he was famous for. He also
used the molds to build a private grotto for Catherine de Medicis, the queen of France, at
the garden of Tuileries palace. He would attach the ceramic forms of lizards, snakes, and
shellfish to the walls of the grotto and glaze them with runny lead-based glaze to
increase their watery realism. He built several grottos such as this one in his lifetime, but
they have all crumbled over time such that very little remains of them. (Tom Turner,
2004)

Miljohn Ruperto, an LA artist who received a B.A. from University of California,
Berkeley and an M.F.A. from Yale, came up with a concept that was inspired by Bernard
Palissy’s live casting. He wanted to do a prolonged 3D scan of a living animal, specifically
a snake. The scan would last for roughly a minute as the snake slithers around an
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enclosed area. Then the recording would be split up into intervals of time, possibly 10
seconds long, and the “frames” would be collapsed or fused together to capture the
movement of the snake during the interval into one shape and form in a 3D model. Then
these 3D models would be printed to create casts that will then be used to create
porcelain sculptures that will be put on display together. He emphasizes that the piece
not only showcases the form and movement of the snake but also the limitations of the
technology used to create it, so any form of digital artifacts from the scanning would be
acceptable. Below is a crude approximation of what Miljohn imagined the end product to
look like.

The issue with this interesting and technical problem that Miljohn needed to be
solved is that there are no ready made solutions for it. No one has done anything quite
like this before so a new solution needed to be engineered for it. To that end, we have
created a reproducible process for creating these 3D models using Intel RealSense
technology which we break down into steps and go into detail below.

CAPTURE RAW SNAKE DEPTH DATA

For the snake record, a snake handler was hired to bring in three Florida King
Snakes for us to scan. Florida King Snakes are nonpoisonous constrictors, around four to
five feet in length. We created a twenty-five square foot marked area in our carpeted lab
for the snake to move around in. We referred to this
area as the stage. When the snake moved out of the
stage the snake handler would gently step in to move
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the snake back to the center of the area. In the four corners of the stage, we set up Intel
RealSense 3D cameras. Three of the corners had a ZR300 and one of the corners had an
R200 set up on tripods. These 3D cameras implement stereovision depth imaging through
an infrared projector and two infrared sensitive lenses. Both of these models have a
depth stream resolution of 480 x 360 @ 60fps. We recorded the frame data in binary files
containing rasterized 172,800 16-bit integers per frame. We also saved an additional file
containing the camera specific intrinsic parameters which are used when processing the
data into point clouds. We positioned our cameras in three different ways. One shot with
the cameras on the corners of the stage. Another with the cameras two feet away from
the corners. A third with the cameras four feet away from the corners. In all, we
recorded about five hundred gigabytes of depth data.

SYNCHRONIZE FRAMES FROM REALSENSE CAMERAS

The four different cameras do not all start recording at the same time and they
run on different clocks, so without some preparation it would be nearly impossible to
synchronize the frame data of all four perspectives. Before every recording of the snake,
we had someone hold a book in view of all four cameras. When the cameras all started
recording he would close the book which we would use as a signal to synchronize the
timestamps of the frames. That way we could simply go through the very beginning of
the data, find the first frame for each camera where the book was closed and use that as
the start of our data.

CREATE POINT CLOUDS FROM DEPTH DATA

For converting our binary depth data into
point clouds, we used The Point Cloud Library

(PCL). PCL is a standalone, large scale, open project
for 3D image and point cloud processing. First we would read in the data from our
binary files and then convert each pixel value into a data point inserted into a point
cloud object. Then using the appropriate camera intrinsics we would de-rasterize the
data points so that they matched their actual measurements. We then saved these point
clouds as PLY files using the PCL API. A PLY file is a file format specifically designed to
store three-dimensional data from 3D scanners and is a commonly used file extension for
other programs that we used. It was at this point that we realized that the configuration
with cameras set up right on top of the corners of the stage gave us the best looking data
for our purpose, so we began moving forward with specifically that data.
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